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Abstract — Deep forest [1] is a tree-based deep model

made up of non-differentiable modules that are trained

without backpropagation. Despite the fact that deep

forests have achieved considerable success in a variety of

tasks, feature concatenation, the ingredient for forest rep-

resentation learning still lacks theoretical understanding.

In this paper, we aim to understand the influence of feature

concatenation on predictive performance. To enable such

theoretical studies, we present the first mathematical for-

mula of feature concatenation based on the two-stage struc-

ture, which regards the splits along new features and raw

features as a region selector and a region classifier respec-

tively. Furthermore, we prove a region-based generalization

bound for feature concatenation, which reveals the trade-off

between Rademacher complexities of the two-stage struc-

ture and the fraction of instances that are correctly clas-

sified in the selected region. As a consequence, we show

that compared with the prediction-based feature concate-

nation (PFC), the advantage of interaction-based feature

concatenation (IFC) is that it obtains more abundant re-

gions through distributed representation and alleviates the

overfitting risk in local regions. Experiments confirm the

correctness of our theoretical results.

Key words — Deep forest, Overfitting, Generalization

bound, Representation learning.

I. Introduction

Decision tree is a popular supervised machine learn-

ing model that has been shown to be effective in a vari-

ety of predictive tasks [2–4]. With the development of en-

semble learning [5], lots of tree-based algorithms [6–10] have

met considerable success in the machine learning commu-

nity for their predictive performance. In addition, a series

of unsupervised learning methods [11–14] based on the iso-

lation degree of completely random trees have achieved

significant progress.

Deep neural networks (DNNs) have recently demon-

strated their superiority in machine learning and have

been successfully applied to a variety of tasks, includ-

ing computer vision [15,16] (CV), automatic speech recog-

nition [17] (ASR), and natural language processing [18]

(NLP). They are composed of parameterized differentiable

non-linear modules trained by the backpropagation proce-

dure. However, training DNNs relies on complex hyper-

parameter tuning [19] and lots of training data [20]. For

increasingly complex application requirements, the tree-

based paradigm remains one of the most popular options.

As a result, a line of research [21,22] shows that decision

trees may be used to build a deep model with excellent

accuracy without overfitting the training data.

Considering that traditional tree-based models can-

not achieve in-model feature transformation, Zhou and

Feng [23] propose the first deep forest model to investi-

gate the possibility of tree-based representation learning.

Later on, Feng and Zhou [24] show that random forests

can do auto-encoder, implying that the informative rules

of decision trees may accomplish representation learning.

Deep forest is extended to numerous tasks and is suc-

cessfully applied in metric learning [25], multi-label learn-

ing [26], semi-supervised learning [27], financial fraud detec-

tion [28,29], etc. Deep forests, on the other hand, require a

significant amount of memory and time due to the stor-

ing of multi-layer forest modules to do layer-by-layer pre-

diction on the test set. By proposing a screening strat-

egy, Pang et al. [30] can improve overall efficiency. Chen

et al. [31] design an interaction-based deep forest to im-

prove testing efficiency and enrich new features.

Although deep forest has achieved great success in re-

cent years, most of the improvements are heuristic. Lyu

et al. [32], Arnould et al. [33] try to analyze the generaliza-

tion performance from the perspective of variance reduc-

ing in some simplified cases. However, feature concatena-

tion, a critical component of forest representation learn-

ing, still lacks a theoretical explanation. From the existing

empirical results, the prediction-based feature concatena-

tion (PFC) is too simple to obtain an abundant feature

transformation. After that, the interaction-based feature

concatenation (IFC) proposed by Ref. [31] extracts more

complex interactions layer by layer to generate abundant

new features. As a result, it is critical to investigate and
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comprehend the impact of feature concatenation on deep

forests, as this knowledge can help us create a more effec-

tive forest representation and train deep forests in open

environments [34–36].

In this paper, we find that trees in the second layer of

deep forest and beyond tend to primarily choose the new

features to split. Based on this phenomenon, we decom-

pose the forest module into two stages: a region selector

and a region classifier. Under this two-stage structure,

we establish a region-based generalization bound for deep

forest, and compare the two main feature concatenation

methods: prediction-based feature concatenation (PFC)

and interaction-based feature concatenation (IFC). Our

contributions are threefold as follows:

• We mathematically formulate the feature concatenation

in deep forests and propose the first theoretical analysis

for forest representation learning under the two-stage

structure.

• Theoretical results show that IFC not only enriches the

new features but also controls the overfitting risk in local

regions to avoid the deterioration of global generaliza-

tion performance.

• Experimental results verify that IFC is not as easy as

PFC to overfitting with the increasing number of pa-

rameters of deep forest, where the number of parame-

ters is related to the depth of cascade structure and the

number of new features.

Organization. The rest of the paper is organized as fol-

lows. Section II introduces deep forest and existing im-

provements on its two components. In Section III, we

focus on the numerical analysis of the concatenated fea-

tures in deep forests. Section IV introduces the definition

of the two-stage structure and compares PFC and IFC

under this structure. Section V reports our region-based

theoretical results based on the two-stage structure of fea-

ture concatenation. The theoretical results are confirmed

by experiments in Section VI. Finally, Section VII con-

cludes with future work.

II. Deep Forest

In Section II-1, we briefly introduce two key compo-

nents of the cascade structure in deep forests (i.e., feature

refinement and feature concatenation) and review the re-

cent improvements. In Section II-2, we briefly introduce

two commonly used feature concatenations: PFC and IFC.

1. Existing improvements

Zhou and Feng [23] first propose a deep forest model

named gcForest. The cascade structure in each layer is il-

lustrated in Fig. 1. It consists of two components: feature

concatenation and feature refinement. Each layer learns

new features through a forest module, which consists of an

ensemble of decision trees. The forest module outputs the

predictions as new features. Then, the new features and

the raw features are concatenated together. Finally, they

implement feature refinement by iterative replacement of

new features in each layer.

…

Forest module

Input Representation

Concatenation

Output

Refinement

Replacing

Screening

Boosting

Rules Extraction

…

Fig. 1: Illustration of feature concatenation and feature

refinement of cascade structure in each layer.

Since Zhou and Feng [1] propose the original deep for-

est that significantly improves the performance of tree-

based models, several improvements are proposed by de-

signing novel feature concatenations and feature refine-

ments. Pang et al. [37] utilize confidence screening and

feature screening to refine the concatenated data matrix.

The screening method substantially reduces the number of

instances that need to be processed and screens out many

non-informative features. Therefore, it reduces time cost

and memory requirement by one to two orders of magni-

tude. Lyu et al. [32] reformulate deep forest as an additive

model boosting new features by optimizing the margin

distribution layer by layer. They first give a theoretical

explanation of the success of cascade structure from the

perspective of margin theory. However, they only con-

sider the influence of the feature refinement (boosting by

margin distribution) and ignore the mechanism of feature

concatenation. Chen et al. [31] utilize interactions in the

decision rules to enrich concatenated features. The in-

teractions are selected from the rules of different decision

tree forests by evaluating their stability. We summarize

improvements on feature concatenations and refinements

in Table 1.

Lots of work has recently improved the two compo-

nents of deep forests [29,31,32,37] and expanded the tree-

based deep models to some specific settings, such as multi-

label learning [26], multi-instance learning [38], multi-modal

learning [39], semi-supervised learning [27] and crowdsourc-

ing aggregation [40]. It would be interesting to explore the

possibility of exploiting deep forests for rehearsal [41]. But

deep forest still lacks theoretical analysis. Recently, Lyu

et al. [32] give a theoretical explanation of the success of a
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boosting-type feature refinement from the perspective of

margin theory. Pang et al. [37] prove that the screening-

type feature refinement can vary the model complexity

from low to high as the number of layers increases in deep

forests. However, the role of feature concatenation remains

a mystery. Arnould et al. [33] try to explain it as a vari-

ance reducer under the assumption of a shallow tree net-

work. However, their analysis only applies to PFC and

relies on the centered randomized tree assumption which

is data-independent and ignores the impact of specific for-

est structures.

Table 1: Summary of existing improvements on feature

concatenations and feature refinements.

Existing work
Feature

Concatenation

Feature

Refinement

gcForest [1] Predictions
Iterative

replacement

gcForestS
[37] Predictions

Confidence screening

& Feature screening

mdDF [32] Additive predictions
Boosting by

margin distribution

hiDF [31] Interactions
Rules extraction

by stability

2. PFC and IFC

Since this paper mainly studies the feature concatena-

tion mechanism in deep forest, we will briefly introduce

two main new feature generation methods and formulate

their definitions. Consider the supervised learning prob-

lem of learning a mapping from the feature space X to the

label space Y, where Y = {1, 2, . . . , C}. Let the training

set S = {(x1, y1), . . . , (xm, ym)} be drawn independently

and identically from the underlying distribution D. We

denote by fk(·) the k-th layer random forest module and

{ri,k(·)}i∈I the set of decision rules in it. A K-layer cas-

cade forest FK(x) can be recursively defined by

FK(x) =

{
f1(x) K = 1 ,

fK(Conc(x, rK−1(x))) K > 1 ,
(1)

where Conc(x, rK−1(x)) denotes the concatenation of the

raw features x and the new features rK−1(x). Next, we

can define the mechanisms of PFC and IFC respectively.

In PFC, Zhou and Feng [1] directly take the probability

vector of random forest as new features:

rk(x) ≜ fk(Conc(x, rk−1(x))) . (2)

In IFC, Chen et al. [31] try to find the feature interac-

tion information from the set of decision rules through an

interaction selection algorithm A to generate new features

rk(x) ≜ A({ri,k(Conc(x, rk−1(x))}i∈I) , (3)

where Algorithm 1 show the interaction selection.

Algorithm 1 Interaction selection algorithm

Input: Rule set {ri(x)}i∈I . Stability parameter τ . Size

of sampled rule set N . Number of sampling rounds L.

Output: Interaction-based new features r(x).

1: Disassemble the split of the decision rule into two

parts: dimension j ∈ {1, 2, . . . , d} and threshold z ∈
R: ri(x) ≜ 1[xji

<zi].

2: for ℓ ∈ {1, 2, . . . , L} do

3: Randomly sample a set of decision rules of size N .

4: Select a set {ji}i∈IΘℓ
whose elements have more

than τ repetitions in the sampled rule set, where Θℓ

denotes the randomness of the sampling algorithm.

5: Find the corresponding {zi}i∈IΘℓ
according to

the selected {ji}i∈IΘℓ
, thus we get a stable rule set

{ri(x)}i∈IΘℓ
.

6: For any data point x, take the intersection of

all the selected rules as the feature interaction of x:

rℓ(x) =
∏

i∈IΘℓ
ri(x).

7: end for

8: return r(x) = (r1(x), . . . , rℓ(x), . . . , rL(x)).

III. Observations of feature concatenation

In this section, we compare the impact of feature

concatenation of two types of deep forests (PFC [1] and

IFC [31]) empirically. We find that the trees in the shallow

layers tend to primarily choose the new features to split,

which makes them more important for the predictions.

1. The dominance of new features in CART

Following the simplification of deep forests in Ref. [33],

we first study a simplified version: a shallow tree-based

network, composed of two layers, with one random forest

in the first layer and one CART in the second layer. Fig. 2

is an example using the Adult data set, showing that the

second-layer tree is observed to always make its first cut

over the new features, using whether PFC or IFC.

𝑿 𝟏𝟓 ≤ 𝟎. 𝟒𝟑𝟕
𝟑𝟐𝟓𝟔𝟎

[𝟐𝟒𝟕𝟏𝟗, 𝟕𝟖𝟒𝟏]

𝑿 𝟏𝟓 ≤ 𝟎. 𝟏𝟓𝟗
𝟐𝟓𝟏𝟎𝟔

[𝟐𝟐𝟓𝟗𝟑, 𝟐𝟓𝟏𝟑]

𝑿 𝟏𝟒 ≤ 𝟎. 𝟑𝟎𝟓
𝟕𝟖𝟒𝟏

[𝟐𝟏𝟐𝟔, 𝟓𝟑𝟐𝟖]

True False True False

𝑿 𝟐𝟏 ≤ 𝟎. 𝟐𝟏𝟕
𝟑𝟐𝟓𝟔𝟎

[𝟐𝟏𝟐𝟖𝟕, 𝟏𝟏𝟐𝟕𝟑]

𝑿 𝟏𝟕 ≤ 𝟎. 𝟐𝟕𝟔
𝟐𝟏𝟐𝟖𝟕

[𝟏𝟕𝟔𝟒𝟐, 𝟑𝟔𝟒𝟓]

𝑿 𝟏𝟎 ≤ 𝟎. 𝟕𝟑𝟖
𝟏𝟏𝟐𝟕𝟑

[𝟔𝟕𝟐𝟑, 𝟒𝟓𝟓𝟎]

Fig. 2: Illustration of the first two layers of splits on the

Adult data set. Raw features are X[0]-X[13], the rests are

the new features generated by the first-layer tree. Left:

Splits using PFC. Right: Splits using IFC.
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2. The dominance of new features in deep forest

Considering that there is various randomness in the

forest model of each layer, we can not get all the exact

tree structures. Therefore, we calculate the fraction of

new features in the different levels of decision trees w.r.t.

the layers of deep forests in the heatmap. Fig. 3 shows that

the new features mainly appear in the shallow levels of the

decision trees and will dominate the shallow splits (there

is almost no raw feature in the shallow levels). Moreover,

by comparing Fig. 3(a) and Fig. 3(b), we can find that the

dominance of the new features obtained by IFC increases

layer by layer, which also implies that the new features of

IFC can further evolve.
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(a) Prediction-based feature concatenation.
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(b) Interaction-based feature concatenation.

Fig. 3: The heatmap calculating the fraction of new fea-

tures in the different depths of decision trees, with respect

to the layers of deep forests on the Adult data set.

3. Understanding feature concatenations

Fig. 1 shows that each forest module except the first

layer deals with both the raw features and the new features

that are concatenated together. However, recent empirical

works [31,33] show that the importance of these two types

of features is totally different. Figs. 2 and 3 show that the

new features often appear in the shallow levels of decision

trees in the forest module, which plays a more important

role in prediction.

IV. Two-stage structure

We regard the feature concatenation in each layer as a

two-stage model:

• In stage I, the forest module learns a region selector

s(·, j) according to the new features, where j represents

the index of the selected region and s(x, j) > 0 repre-

sents that x is in this region.

• In stage II, the forest module learns a classifier hj(·) on
each region through raw features.

The final learned function in each module is the union of

these stages. As shown in Fig. 4, we assume that both

concatenated features are independently used in different

stages, which essentially simplifies the deep forest model

to a specific function structure. It is easier to analyze

the impact of different new features on generalization per-

formance theoretically. Next, we provide a region-based

analysis of the difference between PFC and IFC under the

two-stage structure.

𝑥1

𝑥2

0.5

0.50

1

1

0.3

0.2 0.8

𝑠(⋅, 𝑗)

𝑥

𝑟1(⋅)

𝑟2(⋅)

(a) Stage I: Region selector.

𝑥1

𝑥2

0

1

1

𝑥

𝑠(⋅, 1)

𝑠(⋅, 2)

ℎ2

ℎ1

(b) Stage II: Region classifier.

Fig. 4: Illustration of the two-stage structure on feature

concatenation. (a) Stage I: Region selector selects some

active regions s(·, j) w.r.t. the new features {ri(·)}. (b)

Stage II: Region classifier learns a base classifier hj for

each active regions s(·, j). The final classifier is the en-

semble of all the base classifiers trained on active regions.

Prediction-based concatenation. In the original ver-

sion of deep forest [1], new features are the prediction

vectors of forests. We consider the binary classification

case, then the generated two-dimensional new features

(r0(x), r1(x)) represent the probability that each sample

is classified as y ∈ {0, 1} by the forest. Due to the strong

correlation between probability vector and labels, the data

will be highly separable on new features. Therefore, in

this case, the regions activated by different new features
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do not coincide with each other, e.g., s(x, 1) = 1r0(x)−1/2

and s(x, 2) = 1r1(x)−1/2, and the boundary of selected re-

gion is very complex (equivalent to the decision function

learned by the forest model, see Fig. 5(a)). Each instance

x can only fall in a certain region, which only activates

the classifier of this region in the stage II. This makes the

new features difficult to transform layer by layer.

𝑥1

𝑥2

0

1

1

𝑠(⋅, 2)

𝑠(⋅, 1)

𝑥

(a) Prediction-based regions.

𝑥1

𝑥2

0

1

1

𝑠(⋅, 2)

𝑠(⋅, 1)

𝑥

𝑠(⋅, 3)

(b) Interaction-based regions.

Fig. 5: Illustration of the region selectors of two dif-

ferent feature concatenations. (a) The boundary of the

prediction-based region selector is complex, the raw fea-

ture space is highly separable and the new features are

almost invariable. (b) The boundary of interaction-based

region selector is simple, the separability of raw feature

space is weak and the new features can evolve layer by

layer. The yellow region shows that the order of interac-

tions can be improved layer by layer.

Interaction-based concatenation. The improved

deep forest [31] utilizes stable interactions extracted from

decision rules to enrich the new features. Specifically, this

algorithm identifies prevalent feature interactions from

numerous decision rules in random forests. As shown

in Fig. 5(a), each interaction represents a specific re-

gion, e.g., r1(x) = 10.2<x1<0.8 & 0.3<x2<1(x), r2(x) =

10<x1<0.5 & 0<x2<0.5(x), and the region selector learns

lots of activated regions through the ensemble of interac-

tions in stage I (see Fig. 5(b)), e.g., s(x, 3) =
∏2

i=1 ri(x) =

10.2<x1<0.5 & 0.3<x2<0.5(x) is one of them. Therefore,

each instance x can be activated by multiple different

regions achieving distributed representation, and the final

classifier will be an ensemble of the classifiers in these

regions. Furthermore, these activated regions can be used

to learn higher-order interactions (the yellow region in

Fig. 5(b)) in the next layer of interaction extraction.

V. Region-based analysis

In this section, we provide an analysis of the feature

concatenation. In particular, we are interested in the ef-

fect of dividing all instances into different sub-regions by

splitting along the new features, and we can understand

the different impacts of PFC and IFC.

Let S = {(xi, yi)}mi=1 be the training set of size m

drawn according to the underlying distribution D, where

xi ∈ X = Rd and yi ∈ Y = {0, 1} is the associated class

label. Let the loss function be ℓ : Y ×Y → R. For a given

forest f , its generalization error R(f) and empirical error

R̂S(f) are:

R(f) = E(x,y)∼D[ℓ(f(x), y)] , (4)

and

R̂S(f) =
1

m

m∑
i=1

ℓ (f (xi) , yi) . (5)

Definition 1 (Rademacher Complexity). Let F be a fam-

ily of functions and a fixed sample of size m as S =

{(x1, yi), . . . , (xm, ym)}. Then, the empirical Rademacher

complexity of F with respect to the sample S is defined as:

R̂S(F) = Eσ

[
sup
f∈F

1

m

m∑
i=1

σif (xi, yi)

]
. (6)

where σ = (σ1, . . . , σm)⊤, with σis independent uniform

random variables taking values in {−1,+1}. Besides, the

Rademacher complexity of F is the expectation of R̂S(F)

over all samples of size m drawn according to D:

Rm(F) = ES∼Dm

[
R̂S(F)

]
. (7)

Suppose the deep forest has K layers, and we define

the sequence of forest modules as f = {f1, . . . , fK}. For

any k-th layer, the forest module can be decomposed into

two stages:

• Region selector: Let ri ∈ Ri denotes the i-th new

feature learned in the previous layers, the region selec-

tor is defined as s(x, j) =
∏

i∈Cj
ri(x), where Cj is the

learned decision rules of new features in region j and

the family of all decision rules in k-th layer is denoted

by Ck.

• Region classifier: For each selected region j in X , the

classifier hj ∈ Hj is learned by the samples satisfying

s(x, j) > 0.

In other words, we denote by

Hj =

x 7→ s(x, j)hj(x)|s(x, j) ∈
∏
i∈Cj

Ri, hj ∈ Hj


(8)

the family composed of products of a region j selector and

a region j classifier. The training sample that are in the

sub-region j and that are correctly classified m+
j is defined

by |{i : yihj (xi) > 0, s (xi, j) > 0}|. The forest function in

k-th layer fk : X 7→ [−1,+1] is defined as follows:

∀x ∈ X , fk(x) =
∑

j : Cj∈Ck

s(x, j)hj(x) . (9)
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We denote by Fk the family of forest functions fk in k-th

layer thereby defined.

Theorem 1. Assume that for all decision rules of new

features Cj ∈ Ck, the two-stage functions in Hj take val-

ues in [−1, 1]. Then, for any δ > 0, with probability at

least 1 − δ over the choice of a sample S of size m ≥ 1,

the following holds for all Cj ∈ Ck and all fk ∈ Fk:

R(fk)− R̂S(fk) ≤
∑

j : Cj∈Ck

min

(
4R̂S (Hj) ,

m+
j

m

)

+ C(m, ρ) +

√
log 4

δ

2m
,

(10)

where

C(m, ρ) =
2

ρ

√
logK

m
+

√
logK

ρ2m
log

(
ρ2m

logK

)
. (11)

Proof. First, we introduce the convex ensembles with mul-

tiple hypothesis set gα. For any α ∈ ∆|Ck|, denote gα as

follows,

gα(x) =
∑

j : Cj∈Ck

αjsk(x, j)hj(x) , (12)

where ∆|Ck| is the simplex in R|Ck|. Fix ρ > 0, since gα is

a convex combination of the mappings x 7→ s(x, j)hj(x),

and note that fk(x) =
∑

j : Cj∈Ck
s(x, j)hj(x). According

to Theorem 1 in Ref. [21], we can obtain

R(fk) ≤ inf
α∈∆|Ck|

R̂S,ρ (gα) +
4

ρ

∑
j : Cj∈Ck

R̂S (Hj)


+ C(m, ρ) +

√
log(4/δ)

2m
,

(13)

where

C(m, ρ) =
2

ρ

√
logK

m
+

√
logK

ρ2m
log

(
ρ2m

logK

)
, (14)

and

R̂S,ρ (gα) =
1

m

∑
j : Cj∈Ck

∑
s(x,j)>0

1 [yiαjhj (xi) < ρ] , (15)

where 1[e(·)] is the indicator function taking 1 if e(·) is

true; and 0 otherwise. The second step is to provide the

upper bound for the first term in r.h.s. of Eq. (13). Fol-

lowing the analysis in Refs. [22,42],

inf
α∈∆|Ck|

R̂S,ρ (gα) +
4

ρ

∑
j : Cj∈Ck

R̂S (Hj)


≤R̂S(fk) +

∑
j : Cj∈Ck

min

(
4R̂S (Hj) ,

m+
j

m

)

+ min
I⊆K,

|I|≥|K|−1/ρ

∑
j : Cj∈Ck

(
m+

j

m
− 4R̂S (Hj)

)
,

(16)

where

K =
{
j : m+

j /m > 4R̂S (Hj)
}

. (17)

Hence, we combine Eq. (13) and Eq. (16),

R(fk) ≤R̂S(fk) +
∑

j : Cj∈Ck

min

(
4R̂S (Hj) ,

m+
j

m

)

+ min
I⊆K,

|I|≥|K|−1/ρ

∑
j : Cj∈Ck

(
m+

j

m
− 4R̂S (Hj)

)

+ C(m, ρ) +

√
log(4/δ)

2m
,

(18)

where

C(m, ρ) =
2

ρ

√
logK

m
+

√
logK

ρ2m
log

(
ρ2m

logK

)
. (19)

To simplify the presentation, we ignore the non-leading

terms and only keep the terms regarding the number

of sub-regions |Ck|, instance number m and Rademacher

complexity terms:

R(h) ≤R̂S(h) +
∑

j : Cj∈Ck

min

(
4R̂S (Hj) ,

m+
j

m

)

+ C(m, ρ) +

√
log(4/δ)

2m
.

(20)

Remark 1. Theorem 1 provides a data-dependent gener-

alization bound for the learning model of new features. It

shows that the overfitting risk of each region j activated

by the decision rules Cj is bounded by the minimum of

Rademacher complexity of two-stage function R̂S(Hj) and

the fraction of instances reaching each region that is cor-

rectly classified m+
j /m. It is possible to choose a region

classifier from Hj with a relatively large complexity, as the

fraction of training sample points reaching that region is

small compared to the complexity of Hj .

Theorem 2. Assume that for all i ∈ Cj, the represen-

tation functions in Ri take values in [0, 1], the classifier
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functions in Hj take values in [−1,+1]. Then, the empir-

ical Rademacher complexities of Hj for any sample S of

size m are bounded as follows:

R̂S(Hj) ≤ 2

∑
i∈Cj

R̂S(Ri) + R̂S(Hj)

 . (21)

Proof. First, we present an important lemma as follows:

Lemma 3. (Lemma 3 in Ref. [22]) Let H1 and H2 be two

families of functions mapping X to [0, 1] and let F1 and

F2 be two families of functions mapping X to [−1, 1]. Let

H = {h1h2 : h1 ∈ H1, h2 ∈ H2} and let F = {f1f2 : f1 ∈
F1, f2 ∈ F2}. Then, the empirical Rademacher complexi-

ties of H and F for any sample S of size m are bounded

as follows:

R̂S(H) ≤ 3

2

[
R̂S (H1) + R̂S (H2)

]
, (22)

R̂S(F ) ≤ 2
[
R̂S (F1) + R̂S (F2)

]
. (23)

The forest module in this paper consists of two stages as

follows:

Hj =

x 7→ s(x, j)hj(x)|s(x, j) ∈
∏
i∈Cj

Ri, hj ∈ Hj

 ,

(24)

where Cj is the learned decision rules of new features in

region j. We can get the following results according to

Lemma 3:

R̂S(Hj) ≤ 2

∑
i∈Cj

R̂S(Ri) + R̂S(Hj)

 . (25)

Specifically, when the same decision rule set is used for all

new features, that is Ri = R for all i for some R, then

the bound admits the following simpler form:

R̂S(Hj) ≤ 2|Cj |R̂S(R) + 2R̂S(Hj) . (26)

Remark 2. Theorem 2 further shows that the complex-

ity of a two-stage structure consists of two components:

the sum of complexities of the new feature set Ri and the

complexity of the region classifier set Hj . If we fix the set

of new features Ri = R, then the sum of representation

complexity is proportional to the number of new features

|Cj |.

Overview of theoretical results. Recall that the goal

of analyzing feature concatenation is to guide the design

of new features, so we compare the two existing types of

feature concatenations through our theoretical results.

• Theorem 1 shows that IFC can alleviate overfitting risk

even by choosing a complex classifier locally, as the frac-

tion of training sample points reaching that region is

small. In contrast, PFC is easier to overfit, because the

region corresponding to the prediction-based feature is

highly correlated with the label, and many data points

fall into each region. This is one of the reasons explain-

ing why it is infeasible to construct a deep model by

simply exploiting stacking, which overfits seriously with

more than two layers, as mentioned by Ref. [1].

• Theorem 2 shows that using stability as an evaluation to

filter the set of interactions can restrict the complexity

of new features, and alleviate the overfitting risk in IFC.

In contrast, PFC generates complex but almost invari-

ant new features leading to overfitting when we increase

the number of new features.

VI. Experiments

We discuss our experimental configurations in Sec-

tion VI-1, and show that IFC outperforms PFC as the

increasing depth of cascade structure and the increasing

number of new features in Section VI-2.

1. Configurations

Data sets. We select four widely used benchmark data

sets of binary classification tasks from the UCI Machine

Learning Repository [43]. Table 2 presents the basic statis-

tics of these data sets.

Table 2: Statistics of the data sets.

Data sets # of examples # of features # of classes

Adult 48,842 14 2

Diabetes 100,000 109 2

Congestive Heart Failure 9809 130 2

Table 3: Details of the configurations of different models.

Data sets Hyperparam setting
Optimal number

of new features

Optimal depth

of cascade structure

hiDF

Adult
2 RF & 2 ERF,

500 trees

24 6

Diabetes 22 5

Congestive Heart Failure 40 3

CasForestwCV

Adult 2 RF & 2 ERF,

100 trees,

5-fold cross-validation

4 4

Diabetes 16 6

Congestive Heart Failure 4 4

CasForestw/oCV

Adult
2 RF & 2 ERF,

500 trees

4 2

Diabetes 8 1

Congestive Heart Failure 4 2
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Fig. 6: Performance with increasing depth of cascade structure on three data sets.
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Fig. 7: Performance with increasing number of new features on three data sets.

Compared models. We evaluate the performance of

the following forest models on multiple benchmark data

sets. These include base classifiers in deep forests: Random

Forest and Extremely Random Forest, and their perfor-

mance will be used as the baselines of non-deep models.

• Random Forest (RF) [7] is an ensemble learning method

for classification that operates by constructing a multi-

tude of decision trees at training time.

• Extremely Random Forest (ERF) [9] is an ensemble

learning method where randomness goes one step fur-

ther in the way splits are computed. Thresholds are

drawn at random for each candidate feature and the

best is picked as the splitting rule.

To analyze the key factors affecting the generalization

performance in deep forest, we conduct a series of ablation

experiments on the classical CasForest and compared the

CasForest under different conditions

• CasForest [1] is a deep forest method for classification

that builds cascade structure through PFC.

– CasForestw/oCV is a CasForest without k-fold cross-

validation.

– CasForestwCV is a CasForest with k-fold cross-

validation.

• hiDF [31] is a deep forest method for classification that

builds cascade structure through IFC.

Parameter setting. In all experiments, all CasForest

and hiDF use the same cascade structure. For fairness, we

set the total number of trees used in each layer of differ-

ent forests to be 2000, including the trees in k-fold cross-

validation. CasForestwCV generates new features by k-fold

cross-validation (k=5). See Table 3 for details. We do not

select the number of layers of deep forests, but observe the

generalization performance layer by layer, and obtain the

optimal layer of the deep forest under different algorithms

in Table 3.

2. PFC vs IFC

Influence of the depth of cascade structure. We

plot the curves of test accuracy of various methods with

the depth of cascade structure on four different data

sets, including hiDF, CasForest, CasForestw/oCV, Random

Forest and Extremely Random Forest. Fig. 6 shows

that IFC outperforms PFC. hiDF is not easy to overfit

with the increase of layers. If the CasForest algorithm is

implemented only through PFC named CasForestw/oCV, as

shown by the green line, the performance of the algorithm

is seriously degraded. Even with the improvement of gen-

eralization ability brought by cross-validation, CasForest

is still not as robust as hiDF against the overfitting risk.

Influence of the number of new features.We plot the

curves of test accuracy of hiDF and CasForest with the

number of new features on four different data sets. The

number of new features in hiDF can be increased by lower-

ing the threshold of stability screening. The new features
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in CasForest can be increased by splitting a forest into

multiple forests. In particular, we also add random feature

selection to each forest to obtain different new features.

Fig. 7 shows that interaction-based representations out-

perform prediction-based representations and using sta-

bility to screen the representations is necessary to prevent

the risk of overfitting.

Experimental results confirm Theorem 1 and Theo-

rem 2: the distributed representation generated by IFC

in stage I is better than the highly complex and invariant

probability representations generated by PFC. The for-

mer can use more complex function families in some local

regions with a few sample points to improve performance.

VI. Conclusion

In this paper, we offer a region-based analysis for fea-

ture concatenation in deep forests. Specifically, we prove

a generalization bound, which reveals a trade-off between

the Rademacher complexity of the classifier and the frac-

tion of samples in the region selected by new features.

This result indicates that interaction-based feature con-

catenation (IFC) can select regions with a small fraction

of samples to alleviate the overfitting risk caused by high

complexity, which can explain why IFC usually outper-

forms traditional prediction-based feature concatenation

(PFC). In addition, it is still a long way to fully understand

relevant mechanisms in deep forests such as the diversity

of new features and the complexity of forest modules, and

we leave those to future work.
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gorithms for hyper-parameter optimization,” in Advances

in Neural Information Processing Systems 24, 2011, pp.

2546–2554.

[20] Z.-H. Zhou, “Why over-parameterization of deep neural

networks does not overfit?” Science China Information

Sciences, vol. 64, no. 1, p. 116101, 2021.

[21] C. Cortes, M. Mohri, and U. Syed, “Deep boosting,” in

Proceedings of the 31st International Conference on Ma-

chine Learning, vol. 32, 2014, pp. 1179–1187.

[22] G. DeSalvo, M. Mohri, and U. Syed, “Learning with deep

cascades,” in Algorithmic Learning Theory, 2015, pp. 254–

269.

[23] Z.-H. Zhou and J. Feng, “Deep forest: Towards an alter-



10 Chinese Journal of Electronics 2022

native to deep neural networks,” in Proceedings of the 26th

International Joint Conference on Artificial Intelligence,

2017, pp. 3553–3559.

[24] J. Feng and Z.-H. Zhou, “Autoencoder by forest,” in Pro-

ceedings ofthe 32nd AAAI Conference on Artificial Intel-

ligence, 2018, pp. 2967–2973.

[25] L. V. Utkin and M. A. Ryabinin, “Discriminative metric

learning with deep forest,” International Journal on Ar-

tificial Intelligence Tools, vol. 28, no. 2, pp. 1 950 007:1–

1 950 007:19, 2019.

[26] L. Yang, X. Wu, Y. Jiang, and Z. Zhou, “Multi-label learn-

ing with deep forest,” in Proceedings of the 24th European

Conference on Artificial Intelligence, vol. 325, 2020, pp.

1634–1641.

[27] Q. Wang, L. Yang, and Y. Li, “Learning from weak-label

data: A deep forest expedition,” in Proceedings of the 34th

AAAI Conference on Artificial Intelligence, vol. 34, 2020,

pp. 6251–6258.

[28] Y. Zhang, J. Zhou, W. Zheng, J. Feng, L. Li, Z. Liu,

M. Li, Z. Zhang, C. Chen, X. Li, Y. A. Qi, and Z. Zhou,

“Distributed deep forest and its application to automatic

detection of cash-out fraud,” ACM Transactions on Intel-

ligent Systems and Technology, vol. 10, no. 5, pp. 55:1–

55:19, 2019.

[29] L. V. Utkin and M. A. Ryabinin, “A siamese deep forest,”

Knowledge-Based Systems, vol. 139, pp. 13–22, 2018.

[30] M. Pang, K.-M. Ting, P. Zhao, and Z.-H. Zhou, “Improv-

ing deep forest by confidence screening,” in Proceedings of

the 18th IEEE International Conference on Data Mining,

2018, pp. 1194–1199.

[31] Y.-H. Chen, S.-H. Lyu, and Y. Jiang, “Improving deep

forest by exploiting high-order interactions,” in Proceed-

ings of the 21st IEEE International Conference on Data

Mining, 2021, pp. 1036–1041.

[32] S.-H. Lyu, L. Yang, and Z.-H. Zhou, “A refined margin

distribution analysis for forest representation learning,”

in Advances in Neural Information Processing Systems 32,

2019, pp. 5530–5540.

[33] L. Arnould, C. Boyer, and E. Scornet, “Analyzing the

tree-layer structure of deep forests,” in Proceedings of the

38th International Conference on Machine Learning, vol.

139, 2021, pp. 342–350.

[34] Z.-H. Zhou, “Open-environment machine learning,” Na-

tional Science Review, vol. 9, no. 8, p. nwac123, 2022.

[35] P. Zhao, Y.-J. Zhang, L. Zhang, and Z.-H. Zhou, “Dy-

namic regret of convex and smooth functions,” in Ad-

vances in Neural Information Processing Systems 33,

2020, pp. 12 510–12 520.

[36] P. Zhao, G. Wang, L. Zhang, and Z.-H. Zhou, “Ban-

dit convex optimization in non-stationary environments,”

Journal of Machine Learning Research, vol. 22, no. 125,

pp. 1 – 45, 2021.

[37] M. Pang, K. M. Ting, P. Zhao, and Z.-H. Zhou, “Im-

proving deep forest by screening,” IEEE Transactions on

Knowledge and Data Engineering, 2020.

[38] X.-C. Li, D.-C. Zhan, J.-Q. Yang, and Y. Shi, “Deep mul-

tiple instance selection,” Science China Information Sci-

ences, vol. 64, no. 3, p. 130102, 2021.

[39] Y. Ren, N. Xu, M. Ling, and X. Geng, “Label distribution

for multimodal machine learning,” Frontiers of Computer

Science, vol. 16, no. 1, p. 161306, 2022.

[40] S.-Y. Li, S.-J. Huang, and S. Chen, “Crowdsourcing ag-

gregation with deep bayesian learning,” Science China In-

formation Sciences, vol. 64, no. 3, p. 130104, 2021.

[41] Z.-H. Zhou, “Rehearsal: Learning from prediction to de-

cision,” Frontiers of Computer Science, vol. 16, no. 1, p.

164352, 2022.

[42] C. Cortes, M. Mohri, D. Storcheus, and A. T. Suresh,

“Boosting with multiple sources,” in Advances in Neural

Information Processing Systems 34, vol. 34, 2021.

[43] D. Dua and C. Graff, “UCI Machine Learning Reposi-

tory,” 2017.

LYU Shen-Huan received the

B.E. degree in Statistics from University

of Science and Technology of China. He

is a Ph.D. candidate of Nanjing Univer-

sity. His research interests include ma-

chine learning and data mining. (Email:

lvsh@lamda.nju.edu.cn)

CHEN Yi-He received the B.E.

degree in School of Computer Sci-

ence and Technology from South-

east University. He received the

M.S. degree from Nanjing University.

His research interests include machine

learning and data mining. (Email:

chenyh@lamda.nju.edu.cn)

ZHOU Zhi-Hua (corresponding

author) received his Ph.D. degree in

Computer Science from Nanjing Uni-

versity, China, in 2000. Currently,

he is a professor at Nanjing Univer-

sity. His research interests mainly

include artificial intelligence, machine

learning, and data mining. (Email:

zhouzh@lamda.nju.edu.cn)


